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Purpose of Brief

¢ Explain Why New Approaches to
Implementation of Warfighting Capabillities
are Necessary

+ Define OA Concepts as Applicable to
Integrated Warfighting Systems

* Describe the Approach Being Used to Create
and Deploy OA Systems
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+ Enables Required Combat Capability
— Current Computing Systems Cannot Support Emerging Sea Power 21
CVN 21

Warfighting Capability Requirements
+ Affordability

— In-service Computing Architectures
are Unaffordable

— Each Ship Class Addresses
Common Problems Uniquely

— Software and Hardware
Changes Are Interdependent

+ Joint Interoperability

— In-service Architectures

can not Support
Forcenet Implementation

‘ %Ea!;g DD(X) / LCS

» FORCEnet /

« Total Ship
\ Computing /7
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Key to Affordable 21st Century Joint Combat Capability
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* Current Aegis
Architecture Cannot
Meet Processing
Needed to Support
TBMD Engagement

+ OA Computing Plant
Scaleable to Meet

Increased Processing

Demand
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OA... The Way to a Solution

SCS System

Common Common Surface Surface Unique
Computing Combatant Ship  geeliler:ielgigille & Common
Environment Functions Unique Functions Applications

& Interfaces
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Environment Functions Functions
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What is OA?

* A Technical Architecture... Mainstream Standards Based

OA Computing Environment (OACE)

— Middleware
- Operating Systems Key Open Computing
- Computing Equipment System Characteristics
* A Functional Architecture...Technical | | . 0 00 iy
Reference Model that Identifies Available Specifications
Software Domains and Interface * Well-defined, Widely Used
i . Non-proprietary (Standard)
RelathnShlpS Interfaces
— Warfighting App|ications + Durable Component Interfaces
— Common Service Applications * Upgradeable

* Engineering and Design Standards

Foundation for 215t Century Combat System Designs



Application
Computer
Programs
(Domain
Unique)

Middleware
(Standards
Based)

*Standards
defined by
OMG

COTS
Computing
Technology
(Standards
Based)
*Standards
defined by
IEEE

OA Technical Architecture

N

Combat System Engineering Agent (CSEA) ] [Ship System Engineering Agent} ]

<

Govt selects / approves standards and interface specifications after coordination
and collaboration with Industry — resulting in commonality and interoperability
e A R
Sensors / Track Comms Command & Weapons Others: Damage Power &

Sensor Formation Control Control Control Trng, Control Propulsion :> e
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______________________________________________________ n
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Commercial Computer
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Notes:

+ Govt defined common open standards for each layer

« Standards selection reached in collaboration with Industry
+ Govt verify and enforce open standards

STANDARDS and MIDDLEWARE Isolate
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Applications From Technology Change
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Functional View
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+ Translates System Requirements to Functional Requirements and
Allocates Functions to Logical Groupings

+ Provides Basis for ldentifying Common Service Applications and
Common and Unique Warfighting Applications

* Provides Standardization of == -“”“"“”“““‘"'
Common Components
(e.g. C2, ID, etc) and Critical
Interfaces Across Systems

Common & Unique Functions

DDS - LOS | Radios I

* Provides Standardization
of Design Patterns and
Data Models

Essential Enabler For Application Re-Use
Across Platforms
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+ Standards Based Computing Environment

¢ Includes Middleware, Operating System, Resource Management
and Computing Equipment {ngmng _ o

Unique Common
&
Common -
services Time Nav DX/DR )
Environment OACE

* Enables Affordable Iifrﬂfnaerisifarf;‘isnea;.dd;& ﬁ -
COTS Refresh and { tleus

Domain

* Enables Decoupling of ~ uniae
Software to Hardware

Open Architecture Computin

Standard

Technology Insertion ==

Operating Systems
(IEEE POSIX)
+ Utilizes Commercial Mainstream COTS | C# F F F F F

Mainstream {

Based Cable Plant & Layer 3

Computing Products ™ Lniri

STANDARDS and MIDDLEWARE Isolate
Applications From Technology Change
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- OA Platform and Process Concepts

= i Industry Builds
e Next .
Navy Controls 1 S\ L e Unique Systems:
«  Architecture e e « NAVY Controls
« Standards Interfaces

»  Specifications UNIQUE UNIQUE UNIQUE UNIQUE UNIQUE
INTERFACE || INTERFACE || INTERFACE || INTERFACE || INTERFACE

+ |Interfaces

Common ﬁ

COMMON FUNCTIONS
ACROSS ALL SHIP CLASSES

I

Open Architecture Computing Environment
(Common Standards & Guidance)

N\

Collaborate With Commercial Computing Industry For:
« Computing Standards
+ Technology Base

Design
Guidance

Collaborate With Defense Industry:

+ Technical Architecture
Functional Architecture

«  Common Component Specifications for
Industry to Build

Interface Specification
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OA Strategy
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OA Implementation Strategy

+ Freeze Computer Program Upgrades That Provide Only
Marginal Warfighting Capability Enhancement

¢ Complete and Gain Consensus on OA Technical and
Functional Architectures Scaleable for Navy-wide Applications

¢ Establish and Implement a Rapid Technology Insertion
Program Process to Transition Promising Technologies to
Certified Warfighting Products

+ Mandate All New Systems Must Comply With OA Standards
Specifications and Guidance

¢ Pursue Coordination and Agreements With Other Programs
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OPEN ARCHITECTURE
COMPUTING ENVIRONMENT
TECHNOLOGIES AND STANDARDS

Version 1.0 (Interim)

OPEN ARCHITECTURE
COMPUTING ENVIRONMENT
DESIGN GUIDANCE

arch 2003

Version 1.0 (Interim)

DRAFT

10 March 2003

RAPIDS
RAPID APPLICATION INTEGRATION
AND DEVELOPMENT
STANDARDS

PEO C4l and Space
24 Feb 2002

DRAFT

V15
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dnbd: OFEN MCHITECTUNE COMPUTING ENVIROSHENT DESION GUIDANCE
VERSION 1.0} AND OFEN ARCHITECTURE COMPUTING ENVIRONMENT
TECHMOLOGTES AND STASDARDS

DEPARTMENT OF THE NAVY
AND MAVAL
conme, COMPUTIRS. AND WTELLIGENCE AND SPACE
E:N”‘“w“ 103127 LTt
o 23 ISAAC MULL AVENUE SE

WASHINGTON HAVY YARD DC

3000 3000 | 3000 3000

Der SPAWAR/150 Ser INS/084 Ser SEA 06/027 Ser C4T and Space/098
20 Mar 2003 20 Mar 2003 20 Mar 2003 20 Mar 2003

JOINT LETTER

From: Commander, Spate and Naval Warfare Systems Command
Program Executive Officer for Integrated Warfare Systems
Deputy Commander for Warfare Systems Engineering
Program Executive Officer, C41 and Space

Subj: OPEN ARCHITECTURE COMPUTING ENVIROWMENT DESIGN GUIDANCE
(VERSION 1.0) AND OPEN ARCHITECTURE COMPUTING ENVIROMMENT
TECHNOLOGIES AND STANDARDS (VERSION 1.0}

Ref: (a DOD 4120.24H, DSP Policies and Procedures

Encl: (1} Open Architecture Computing Environment Design Guidance
(Version 1.0}
{2) Open Architecture Computing Environment Technologies
and Standards Version 1.0}
{3) Re-usable Application Integration and Development
Standards (Version 1.5)

1. The Assistant Secyetary of the Navy for Research, Development
and Acqguisition (ASN [RDA}) assigned the Program Executive Office
for Integrated Warfaré Systems (PEQ IWS) with responsibility for
coordinating the intrgduction of Open Architecture (0OA) into the
Navy's combat systems Computing technology ia a key part of the
Oa effort. Therefore| as part of the OA tasking, and based on
significant research and testing, the Naval Surface Warfare Center
Dahlgren Division (NSWCDD) developed two supporting documents
relevant to computing|for OA. The Open Architecture Computing
Envircoment Design Guidance, Version 1.0 (Interim) document
provides interim guidance concerning design aspects of the
standards-based computing environment that is to be used in OA
warfighting systems. A companion document, Open Architecture
Computing Environment|Technologies and Standards, Version 1.0
(Interim), provides am enumeration of the dards and p
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OACE Migration Levels

Level 1 Level 2 Level 3 Level 4 Level 5
Hardware Adapter Adaptation Layer Port to OACE OACE-Based OACE-Based
& Redesigned & Integrated
+ Old App. + Old App. + App. Ported to ¢ App. Runs on ¢ App. Runs on
OACE OS & OACE H/W, OS, OACEH/W, OS,
+ Old HW + Old MW I/F Middleware Middleware, ... Middleware, ...
d IOItd ?S, M/Wt ¢+ OACEHW & OS + OACE HW + Application + Apps are Location
nterfaces, etc. : Redesigned to Use Transparent &
: * éq%;\)/tr:tlorér&ayer * No Change to OA Arch. Patterns, Share Resources
+ Physical I/F Pp Application e.g. Fault tol,
Adapter Architecture Scalability + Apps Instrumented
: for Dynamic QoS *
Non-OACE * Optionally, OA + App. uses OA Y Q
Applicati Services used e.g. Common Services Dynamic
pplication Time, Nav, DX/DR, & Functions Resource
Non-OACE etc. Management
Environment ;
Non-OACE OACE-Based ([ OACE-Based ) IBa_sed )
e Application Application . Application ) i ation )
Adapter - .
Adfg;,itr'on B Sairvaes OA Functions OA Functions
OACE-Based OACE OACE OACE OACE
Applications

* Applications at any Level may be Started and Stopped Under DRM but Cannot be Fully Qos Managed Unless Instrumented
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CG / DDG OA Introduction

+ OA Introduction into AEGIS Fleet will Result In:
— Certified SPY B/ D in FY06 in 1st CG Conversion and Follow-on

— Certified SPY D(V) and ADS OA in FY06 DDGs (D(V) Post
Delivery ECP)

— Certified SPY B/ D, WCS and ADS in FY08 CG Conversion

* At-Sea Test and Land Based Demos in CY04

— SPY OA Spiral 1 At-sea Test (Includes SPY OACE Host, Faster
Boot Time, Message Passing S/ W Architecture, ADIP / TCA)

— WCS and ADS Spiral 1 Land Based Demos
(Includes ADS Framework, WCS SM-2 MR)

SPY, WCS and ADS OA Compliant in 08




CG / DDG System
Architecture

.. 3/19 Approved Plan

2005

2006

CG / DDG OA Spiral Development Schedulef

| | |
System Engineering Architecture Team
//
CG 67/73/70 UYK-43 platform UYK-43 / Adjunct
Aegis BMD Block 3.0 Flight 3.1 Flight
04/06/08 /3 Testing Testing
5DD SDD EA EA Blk 06 Blk 08
30 3.1 3.0 31 EA EA
Planned Approved Through [Spiral 3 i
Spiral-1
i Core AAW SM MR 3 Spiral-2 .
SQII’a| SPY OA CG — v “Total And
Developments: Prelim OACE W e Spiral-3 . 0 %'I'tn
apability”
Radar “\ ADS OA DDG Complete SPY/WCS ) P y
Weapon System \  Final OACE & ADS OA Spiral-4
Display \\ \“ Functional Allocation Aegis BMD Spiral-5
\ \ Aegis BMD
\ \ ERAM
\ 1
\ | | | |
Warfighting Improvemerfts (Aegis BMD, ERAM, ...)
Initial Capability Delivery ‘ /
In Two Years
|
CG /DDG
Fielding
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FY 06/07
CG Conversion

\
\
DDG 103 AF

A
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FY 08 AF
CG Convers|
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OA RTIP Process

Operational Reguirements
‘Performance Requirementsl
Technical Architecture [ Functional Architecture

+ Model Based SE

¢ Computing System Technolog A
) y Application
Archlte% HEEl Evaluation Definition . Subsyste% Interface
. Technologles uj . Control
+ Standards & Products l 1
* Increased Market Aoplication + Single Application,
Competition Tsefr;]réo'%gy Dﬂgign and Multi-Platform Usage
_ andards Development
¢ Continuous + Modern Software
Technology Upgrades l l Languages and
: . Land Based /|  Designs
+ Unconstrained Component Integration ™| At-Sea Test
Computing Growth l )\ — ¢ Unconstrained
Warfighting
System Integration Applications
&eeo'b M
MGl - Fleet IntrodUsHon:
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* Does not include all re-use opportunities
(Working version)

06 / 07 CG
Conversmn

wes _ FY08
SPY-1B g

DDG SPY-1D(V) _ CDCIS3 G/ E)E)ACES
% o LU ADS » CG Conversion
S A A A
'8 a— A—
i Track ™
gg Management : :
3 —_ T CVN21 LHA(R)
8 4‘--‘-7C2 >
Q .
(7p) Display
g DD(X) _Ship Control

MFR / VSR

ERe

OA Re-Use Library

Track Time C2 ID
Management Navigation Display
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-

Big Navy Organizational Relationships‘fl@

@ ASN(RD&A) OPNAV
vy v

PEO Integrated
Warfare

+ PEO Littoral and

Mine Warfare NAVSEA 06
+ PEO Ships W PEO IWS
PEO Submari -
: DEO Alrcraft Cariars + Lead Navy OA Efforts + Battle Force Requirement
. Functl_onal Arcr_utecture <— * Technical Authority
\ 4 SPAWAR + Technical Architecture + Certification
+ OA Validation
¢ PEO Information g
Technology ¢ Re-Use Repository
+ PEO C4l and Space l l |
+ PEO Tactical Air PEOs ;
Programs
+ PEO Air ASW, Assault + System Performance * Technical Team Lead
g?gg‘c,fgﬁga' Mission Requirements <4—» + Technical & Functional
+ PEO Strike Weapons + Product Acquisition Architecture Development
and Unmanned Aviation » System Certification + OA Validation Agent
+ Life Cycle Management + OA CM & Repository

MARCOR
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. Network Centric Warfare
Warfighting Enabler

¢ FORCEnet s the
Architectural Framework

¢ QOpen Architecture (OA) Is
the Computational

Underpinning
|ﬁ°"‘m§“ ILpg'f“ ﬁ oo ﬂ o
Open Architectures L1t e
Required to Realize [“M”][F,a,msjzks][Ai}amtioi}]@e e P (e e R
FORCEne‘[ in Both ﬁ ﬁ ﬁ II 5 | ﬁﬁpﬁﬁ| ﬁ?}ppﬁﬂﬂﬁﬂ |3 | IS ADDS (Hlt rfac e|E
Cost and JiDe Operaing Systen =  oomon s U]@”
Performance T

Joint Binding Standards / Protocols Ensure Interoperability
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Steps Already Taken

v" Froze AEGIS and SSDS Future Upgrades to
Sponsor Approved Requirements Only

v Rewrote CEC BIk Il RFP to Include Requirement
for an OA-Based Solution

v" Released Interim Documents That Provide OA
Specifications, Standards and Design Guidance

v" Signed Cooperative MOAs With SPAWAR, SIAP
and Ships

v" Promulgated OA Contract Policy for All
New Acquisition

Organizational Alignment

v’ Established PEO IWS OA Directorate

v" Established OA Organization With Big Navy
Involvement (ASN(RDA), OPNAV, SEA 06, Other
PEOs, Field Activities)

v~ Significant Interaction With Fleet, Type
Commanders, Systems Commands, Industry and
Field Activities

Open Architecture Overview May 03 Slide 23

Programmatic

v" Stopped AEGIS B/L7p2 — AEGIS OA - Solution
Too Narrowly Focused

v" Redirected DD(X) From Vendor-WCK TSCE
Solution

v" Established OA Rapid Technology Insertion
Program (“ARCI-like”)

v" Realigning Budgets to Support OA in PR05
and POM 06

Technical Alignment

v" Discussions With OPNAV N61 Regarding
Alignment of OA With FORCEnet

v" NAVSEA 06 Assigned OA Technical Authority
v" NSWCDD Designated OA Technical Team Leader
v" Government / Industry Technical IPTs
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Summary

+ Today’s Fleet Computing Architectures are
Performance Limited and Expensive to Upgrade

+ |mplementation of Warfighting Functions Using
Standard Based Solutions Will Enable Common,
Interoperable Capabilities to be Fielded Faster at
Reduced Cost

¢ Rapid Technology Insertion Program (RTIP) Will
Provide Structural Approach for Introduction of
OA Components into the Fleet
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